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ABSTRACT

When the spatial and temporal resolutions of a time-varying simulation become very high, it is not possible to process or store data from every time step due to the high computation and storage cost. Although using uniformly down-sampled data for visualization is a common practice, important information in the un-stored data can be lost. Currently, linear interpolation is a popular method used to approximate data between the stored time steps. For pathline computation, however, errors from the interpolated velocity in the time dimension can accumulate quickly and make the trajectories rather unreliable. To inform the scientist the error involved in the visualization, it is important to quantify and display the uncertainty, and more importantly, to reduce the error whenever possible. In this paper, we present an algorithm to model temporal interpolation error, and an error reduction scheme to improve the data accuracy for temporally down-sampled data. We show that it is possible to compute polynomial regression and measure the interpolation errors incrementally with one sequential scan of the time-varying flow field. We also show empirically that when the data sequence is fitted with least-squares regression, the errors can be approximated with a Gaussian distribution. With the end positions of particle traces stored, we show that our error modeling scheme can better estimate the intermediate particle trajectories between the stored time steps based on a maximum likelihood method that utilizes forward and backward particle traces.

1 INTRODUCTION

Fluid flow analysis plays an important role in many scientific applications, such as aerodynamics, climate modeling and medicine. To understand time-varying flow fields, displaying pathlines is a common way to reveal complex flow features. Pathlines are the trajectories of particles moving in time-varying flows. They are also a fundamental tool for deriving other visualization and analysis techniques, such as path surfaces, streaklines, and FTLE [10]. With the advances in high-performance computer architectures, flow simulations can now produce high-resolution flow fields with millions of spatial grid points and thousands of time steps or more. However, machines for post analysis and visualization usually have much smaller storage space and can only handle a small fraction of the original simulation output. A common practice to reduce the data size while keeping the original spatial resolution is to reduce the temporal sampling rate, e.g., once every tens or hundreds of time steps [16, 21]. Then the data values at time steps in between are approximated by linear interpolation. However, this inevitably introduces errors into the analysis and visualization results. Although the error at an individual point may be small, pathline computation, which integrates the interpolated vectors, will accumulate errors quickly, and thus the flow lines will become rather unreliable. While errors are inevitable, quantification and visualization of uncertainty is imperative. To visualize the uncertainty of flow fields, probabilistic pathline tracing has been proposed [14, 15, 17], where the flow field uncertainty is modeled in probability distributions. While most of the uncertainty analysis algorithms assume that flow field uncertainty comes from measurements or ensemble runs, little focus has been on the analysis of interpolation errors caused by down-sampling time-varying flow fields.

In this paper, we present a storage and I/O-efficient algorithm to model the interpolation errors for flow fields down-sampled in time. For each down-sampled value sequence we collect and store the distribution of the interpolation errors, which is later used to model the uncertainty of the interpolated values. To minimize the storage overhead, we observe that if a data sequence is fitted with least-squares regression, the error distribution can be approximated with a Gaussian distribution where its standard deviation is the standard error of the regression. Based on this idea, we propose a higher-order polynomial interpolation scheme and show that by storing only two extra parameters for each down-sampled value sequence, the interpolation error can be reduced while the error distribution needed for uncertain pathline visualization being approximated. Moreover, we show that our regression and error modeling method can be computed incrementally, by only one sequential scan of the flow data with memory requirement invariant to the number of time steps in the sampling interval. This incremental computation reduces the I/O cost and memory footprint of the error modeling procedure and is suitable for data streaming scenarios where data are available only for a short period of time and cannot be accessed afterwards. For example, it is suitable for in situ analysis of simulation output, where data are available in core only before being replaced by data generated in the next time step. With the error distribution, we further show that more accurate particle trajectories can be estimated from just the particle end positions at the sampled time steps. To achieve this, for each grid point \( P_1 \) at the beginning of a sampling time interval, we perform pathline tracing but only store the particle end position \( P_2 \) at the end of each time interval to save storage. To obtain a more accurate pathline within this time interval without touching the data in between, we propose a forward-and-backward trace intersection technique that computes two uncertain pathlines from \( P_1 \) and \( P_2 \) respectively in the opposite directions toward each other, and then merge the two uncertain traces by the maximum likelihood principle. This refinement technique is shown to generate more accurate pathlines than conventional approaches, where only the down-sampled flow fields with our error model and the final particle positions per sampling interval are available.

The contributions of this paper are threefold. (1) We present a storage-efficient error modeling method for interpolating down-sampled time-varying flow fields. (2) We show our error model can be computed incrementally to achieve efficient I/O and memory usage. (3) We provide a probability based method to refine the intermediate particle trajectories using our error model.

This paper is organized as follows: In Section 2 we review the related works. Section 3 provides an overview of our error modeling procedure. Section 4 describes our data regression and error modeling method, followed by the incremental computation algo-
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Figure 1: Overview of our system. White blocks: existing data down-sampling procedures. Color thick blocks: proposed error modeling method for uncertain pathline computation and refinement.

2 Related Works

Data reduction while providing uncertainty measurements addresses the problem of the inevitable information loss through lossy compressions. A traditional approach is to store the error measures like error bounds, peak signal-to-noise ratio (PSNR) or root mean square error (RMSE) [3, 16]. To provide statistical information about the lost data, Thompson et al. [20] introduced Hixels to represent local region distributions in histograms. Chaudhuri et al. [6] constructed multi-resolution histograms for large-scale scalar and vector data. Liu et al. [13] fitted local distributions by Gaussian mixture models (GMM) to further reduce the storage size for GPU vector data. Liu et al. [14] modeled own-distribution complexity. In topology analysis of uncertain flow fields, it is extracted as the starting position for the next step. This approach approximates the actual pathline distribution with reduced computation complexity. In topology analysis of uncertain flow fields, Otto et al. [17] constructed flow field topology using a Monte Carlo approach, which updates a particle density field describing the uncertain particle location. Schneider et al. [19] generated stochastic flow maps and measured the statistical flow separation analogous to FTLE in deterministic flow fields. The idea of our forward and backward trace intersection method can be related to estimation refinement methods incorporating information from the both ends of a time interval, such as optical flow computation in video analysis. In vector field analysis, recently Chen et al. [7] used forward and backward mappings to compute the approximate image for Morse decomposition.

3 System Overview

In this section we provide an overview of our incremental error analysis and pathline refinement method, as shown in Figure 1. The first row of the figure shows a common procedure of pathline computation from down-sampled flow fields. The time-varying flow field is first sampled at a fixed time interval, referred to as the sampling interval, denoted as n. After data down-sampling, only the data at the two ends of the sampling intervals are available for pathline computation, but the result will be unreliable, since the information in the unsaved time steps is lost and there is no indication of the error from linear interpolation.

To provide error measurement and control, we propose an error reduction and modeling scheme for down-sampled flow fields. As shown in the second row of Figure 1, we iteratively load each time step of the flow field and incrementally compute polynomial regression and its error measure over the time series of data. At the end of each sampling interval, i.e., every n time steps, we save the resulting polynomial parameters and the error measures to describe the uncertainty of the unsaved (n – 1) time steps of the data.

Since errors are accumulated quickly when computing pathlines from down-sampled flow fields, to improve the accuracy of the pathlines, we compute the end position of the particle originated from each grid point at the beginning of the sampling interval after traveling n time steps. This is similar to computing a flow map [10] for every n time steps. Storing flow maps in longer time steps has been used to improve the pathline accuracy and provide general information about the flow structure like FTLE [5, 11]. Given the flow maps, we can utilize the error distribution computed above to refine the pathlines between the saved time steps. This component of our algorithm is illustrated in the last row of Figure 1, detailed in Section 6.

4 Error Modeling and Reduction Method

In this section, we describe a storage-efficient method to model the uncertainty of data down-sampled in time, where the uncertainty is quantified by the distribution of temporal interpolation errors.

4.1 Terminology

We first define the terms that will be used in the rest of the paper. Assume that the time-varying data at each step \( i \), \( i = 0, 1, 2, \ldots \) has a time stamp \( t_i \in \mathbb{R} \). Given a grid point at a spatial coordinate \( \mathbf{x} \), we form a sequence from a time-varying scalar field \( \mathbf{F} \):

\[
y_i = \mathbf{F}(\mathbf{x}, t_i) \in \mathbb{R}, \ i = 0, 1, 2, \ldots
\]  

Note that for a vector field in the flow field, we treat each vector component independently as separate scalar fields.

The time-varying flow field is sampled once every n steps, i.e., only data at steps \( 0, n, 2n, \ldots \) are stored. Thus interpolation is used to approximate \( y_i \) by \( \tilde{y}(t_i) \) at step \( i \). The interpolation error is defined as the difference between the interpolated value and the true value, i.e., \( y_i - \tilde{y}(t_i) \). Below we explain our error modeling method for a time sequence at a single grid point within the first sampling time interval \([t_0, t_n]\). The same routine is applied to every grid point in every sampling interval.

4.2 Least Squares Estimation and Gaussian Errors

When modeling the distribution of a group of samples, Gaussian distribution is usually considered to provide a compact approximation. However, it is not always true that the samples are from a Gaussian distribution. Since our goal is to model the distribution of interpolation errors, one can alter the interpolation function, or fitting function, in a way that the error distribution is closer to a desired model. To do this, it is known that the least squares estimators optimize the function parameters by modeling the errors as a Gaussian distribution, and thus the function parameter estimation is equivalently a maximum likelihood estimation [2, 18]. With a regression function \( f \), a data sequence \( (x_i, y_i), i = 0, 1, \ldots n \), can be modeled as:

\[
y_i \simeq f(x_i) + E_i,
\]
where \( E \) denotes a random variable representing the error that can take positive or negative values. The least squares estimator approximates \( f \) by modeling \( E \) as a Gaussian distribution with a zero mean and an unknown variance, which is independent to the input \( x_i \). Using the same model as in Equation 2, we fit the input data sequence with polynomial regression as the estimator and approximate the errors as a Gaussian distribution. In Section 7.2, we empirically validate this assumption with several fluid flow simulation datasets with statistical hypothesis tests.

With the errors of a least-squares regression modeled as a Gaussian distribution with zero mean, we only need to estimate and store its variance. Based on the least squares fitting, the unbiased estimator of the variance is derived [9] as

\[
x^2 = \sum_{i=0}^{n} \frac{(y_i - f(t_i))^2}{(n+1) - K},
\]

where \( K \) is the number of parameters used in the regression. Note \( s \) is referred to as the standard error of the regression.

4.3 Quadratic Bezier Curve Fitting

To apply polynomial regression to our problem, it is necessary to determine an appropriate polynomial model to describe the data in the unsaved time steps. To deal with the challenge of large data sets, our goal is to find a polynomial model that requires the minimal storage space but with reasonable accuracy. Because in our framework the data in both ends of a sampling interval are stored, we enforce the polynomial function to always go through these end points. By doing so, the degrees of freedom are reduced by two for the polynomial and hence we have two less parameters to store. So, instead of using a general polynomial function, we choose the Bezier curve function, which is a form of polynomial with the end points fixed. Equation 4 defines a quadratic Bezier curve with two end points \( P_0 \) and \( P_2 \), and a control point \( P_1 \):

\[
B(r) = (1 - r)[(1 - r)P_0 + rP_1] + r[(1 - r)P_1 + rP_2],
\]

where \( r \in [0, 1] \). The equation is also applicable to vector inputs. \( B(r) \) can be interpreted as an interpolation between the two end points \( P_0 \) and \( P_2 \).

The Bezier curve fitting also guarantees \( C^0 \)-continuity for values on both ends of the sampling interval, which is not always true for a general polynomial since each sampling interval is fitted separately. Although Bezier curve fitting produces slightly higher error than general polynomial fitting of the same order, this drawback is relatively minor compared to the benefit stated above.

To select an appropriate polynomial order, we empirically choose the quadratic form, since for each input sequence it only requires one extra control point, hence less storage overhead, given that the two end points are always stored. We apply the quadratic Bezier curve fitting and model the Gaussian error for each value sequence within the sampling interval. As a result, for each sampling interval we store two extra values per grid point, the control point of the quadratic Bezier curve and the standard error.

Finally, based on Equation 2, for each grid point \( x \) at time \( t \in [0, n] \) within a sampling time interval, we estimate the value \( V \) with Gaussian error by:

\[
V_{x,t} \approx B_x(t/n) + N(0, s^2_x),
\]

where \( B_x(t/n) \) denotes the Bezier curve function as in Equation 4 and \( s_x \) denotes the standard error corresponding to \( x \).

5 Incremental Error Modeling Algorithm

With the regression function defined by Bezier curves and the error modeled as Gaussian distributions, we show that the computation can be both I/O and memory-efficient for the data provider to analyze the original large data. We define our incremental algorithm with the following two constraints:

1. The algorithm reads the data in sequential time steps in only one scan. This reduces the I/O overhead of the error modeling procedure. It is also beneficial for analyzing streamed data where data are available in a sequential order.

2. The memory usage in the entire run should be invariant to the number of time steps in a sampling interval. Thus the algorithm is scalable to any arbitrary sampling rate. We assume that the memory can only cache a few time steps of the data.

Data regression and error distribution computation usually require two separate runs with the data, since the individual error, which is the difference between the estimated and the true value, cannot be computed before the regression function is determined. However, we show that the regression parameters and its standard error required in our error modeling can be computed incrementally. As an illustration we first show that the RMSE of linear interpolation can be computed incrementally, which will then be used to derive the algorithm for our problem.

5.1 RMSE from Linear Interpolation

Given two temporal points \((t_0, y_0)\) and \((t_n, y_n)\), linear interpolation estimates the intermediate value \(\hat{y}(t)\) at time \(t \in [t_0, t_n] \) by

\[
\hat{y}(t) = \frac{(t_n - t) \cdot y_0 + (t - t_0) \cdot y_n}{t_n - t_0}.
\]

We will use \(\hat{y}\) as the estimation to the input sequence. Thus the root-mean-square error (RMSE) of \(\hat{y}\) is defined as

\[
RMSE(\hat{y}) = \sqrt{n + 1 \sum_{i=0}^{n} (y_i - \hat{y}(t_i))^2}.
\]

During the incremental computation, since the interpolated values \(\hat{y}(t_i), 0 < i < n\) are unknown until the value \(y_n\) in the end point of the interpolation interval becomes available at step \(n\), we cannot compute each error \((y_i - \hat{y}(t_i))\) when \(y_i\) is just produced. An intuitive approach is to store all values of \(y_0 \cdots y_n\) before computing RMSE, but it violates our goal of using constant storage. However, with an arrangement of Equation 7, RMSE can be computed by incrementally accumulating some summations related to \(y_i\) at each time step. That is, by expanding Equation 7 and grouping each summation, we obtain:

\[
RMSE(\hat{y}) = \sqrt{n + \left(1 + \sum_{i=0}^{n} y_i^2 - 2 \sum_{i=0}^{n} (y_i \cdot \hat{y}(t_i)) + \sum_{i=0}^{n} (\hat{y}(t_i))^2\right)}.
\]

In Equation 8, the first term \(\sum y_i^2\) can be incrementally accumulated at each time step; the last term can be summed at step \(n\), since each \(\hat{y}(t_i)^2\) can be computed using Equation 6, which only involves \(y_0\) and \(y_n\). The middle term needs further derivation using Equation 6, and by grouping each summation we get:

\[
\sum_{i=0}^{n} (y_i \cdot \hat{y}(t_i)) = \frac{t_n \cdot (y_0 - t_0 \cdot y_n)}{t_n - t_0} \sum_{i=0}^{n} y_i + \frac{y_n - y_0}{t_n - t_0} \sum_{i=0}^{n} (y_i \cdot t_i).
\]

As shown in Equation 8 and 9, by incrementally accumulating \(\sum y_i, \sum (y_i \cdot t_i)\) and \(\sum y_i^2\) at each time step, together with \(y_0\) and \(y_n\) available at the last time step, the RMSE for linear interpolation can be sequentially computed. This is an incremental computation with one scan of the sequence, and it only requires constant memory for storing the above summations during the iterations, regardless of the length of the input sequence.
5.2 Incremental Quadratic Bezier Curve Fitting

In this section we provide the algorithm for incremental quadratic Bezier curve fitting and the standard error computation. In general, least squares regression optimizes the function parameters with minimum sum of squared errors to the data values:

$$\text{argmin}_f \sum_{i=0}^{n}(y_i - f(x_i))^2.$$  \hspace{1cm} (10)

To optimize $f$ is to solve the equation when the derivative of the above function equals to zero. For detailed derivation of solving polynomial regression the interested reader is referred to [18].

To optimize a quadratic Bezier curve, given an input sequence of time-value pairs $\{(t_i, y_i) | i = 0, 1, 2, ..., n\}$, where each $t_i$ is normalized into the range $[0, 1]$, i.e., $t_i = \frac{t}{T}$, we define two end points $p_0 = y_0$ and $p_2 = y_n$, as the end points of the Bezier curve. One can derive the equation for computing the control point $p_1$ as follows:

$$p_1 = \frac{\sum(y_i t_i) - \sum(y_i^2 t_i^2) - p_0 \sum((1 - t_i)^2 t_i) - p_2 \sum((1 - t_i)^2 t_i^2)}{2 \sum((1 - t_i)^2 \cdot t_i^2)},$$  \hspace{1cm} (11)

where $\sum(\cdot)$ is short for $\sum_{i=0}^{n}(\cdot)$. Equation 11 shows that we only have to preserve $p_0$ and accumulate the two partial sums $\sum y_i \cdot t_i$ and $\sum y_i^2 \cdot t_i^2$ during the incremental computation. The rest summations can be pre-computed since they are not related to the data value $y_i$.

To compute the standard error for the results of quadratic Bezier curve fitting, we apply Equation 3 and assign $K = 1$ for one unknown $p_1$. We observe that the computation in Equation 3 resembles RMSE in Equation 7 with a different constant in the denominator (now it is $n$ for $n + 1$ data inputs). Therefore similar to the derived equation in Equation 9, we need to obtain the summations $\sum y_i^2$, $\sum (y_i \cdot t_i)$ and $\sum (y_i \cdot t_i)^2$ online, where $\hat{y}(t_i)$ is now estimated by the Bezier curve. Among these three summations, the first term has been summed up incrementally; the last term is summed by computing each $\hat{y}(t_i)$ from Equation 4, where $p_0$, $p_1$ and $p_2$ are known at the end of the interval. The second term is derived as:

$$\sum y_i: \hat{y}(t_i) = p_0 \sum y_i + 2(p_1 - p_0) \sum (y_i \cdot t_i) + (p_0 - 2p_1 + p_2) \sum (y_i^2 \cdot t_i^2).$$  \hspace{1cm} (12)

Therefore, the standard error can also be computed incrementally by collecting an additional summation $\sum y_i t_i$.

We summarize our incremental error modeling algorithm in Algorithm 1. Note that the same procedure is applied on each grid point at each iteration. In the end of each sampling interval the corresponding control points and the standard errors are generated and stored. As a result the extra storage required for each sampling interval is equal to twice of the data size of one time step, which is still relatively small compared to the original data size. What we gain is the error distribution with more accurate interpolation.

Algorithm 1 Incremental error modeling algorithm
1: Initialize $ysum$, $ytsum$, $yt2sum$ and $y2sum$ to 0, each representing $\sum y_i$, $\sum y_i \cdot t_i$, $\sum y_i^2 \cdot t_i^2$ and $\sum y_i^2$, respectively.
2: for $i = 0$ to $n$ do \{For each time step in a sampling interval\}
3: Read data value $y_i$
4: Let $t \leftarrow i/n$
5: $ysum \leftarrow ysum + y_i$
6: $ytsum \leftarrow ytsum + y_i \cdot t$
7: $yt2sum \leftarrow yt2sum + y_i \cdot t^2$
8: $y2sum \leftarrow y2sum + y_i^2$
9: end for
10: Compute the control point $p_1$ with Equation 11
11: Compute the standard error $s$ with Equation 3, 4 and 12
12: return Bezier-curve control point $p_1$ and $s$.

6 Uncertain Pathline Estimation and Refinement

With the errors modeled as Gaussian distributions for the temporally down-sampled flow fields, in this section we present a probability based particle tracing algorithm to refine particle traces computed between the pre-stored time steps.

As we are processing data of the incoming time steps and computing the true particle traces incrementally using the full-resolution flow field, it is not possible to store the trace positions at every time step for every possible seed location. To reduce the storage overhead, without having to identify important pathlines through detailed analysis, one common solution is to store the particle traces only at certain sample time steps. The disadvantage of doing this, however, is that important details of the pathlines in the intermediate time steps are lost. In this section we show that with the error distributions computed from the temporally down-sampled flow field, as described previously, it is possible to identify the uncertainty and more importantly, to compute more accurate pathlines. In the following, without loss of generality, we assume that pre-computed particle traces are sampled only at every $n$ time steps, where $n$ is the sampling interval used for the flow fields.

6.1 Probabilistic Particle Integration

We first review a general probabilistic particle integration method given an uncertain velocity field. To model a static 3D velocity field with uncertainty, we use a 3D random variable $\mathbf{V}$, to describe the probability distribution of the velocity at location $\mathbf{x}$ in the data domain $D$. That is, $P[\mathbf{V} \leq \mathbf{v}] = P[U, V, W \leq v]$ denotes the probability of an uncertain vector at location $\mathbf{x}$, where its vector values are within the range $<u,\, u + du > \times <v,\, v + dv > \times <w,\, w + dw >$, where $(u, v, w) \in \mathbb{R}^3$. For a time-varying uncertain flow field at time $t$, we use the notation $\mathbf{V}_t$.

To model an uncertain particle position, we define a 3D random variable $\mathbf{X}$, as a particle density distribution at time $t$. To integrate the particle distribution, one can loop through all possible locations $(x, y, z) \in D$ and compute the probability of a particle moving to location $(x, y, z)$ from the previous time step using Euler’s integration method with $\mathbf{V}$. This convolution computation is involved with two nested loops of all possible locations. For more details the interested reader is referred to Otto et al.’s work [17].

6.2 Intermediate Trajectory Estimation

Given the particle positions on the same trace at the beginning and end end time steps of a time interval, we show that with a temporally approximated vector field and the knowledge of errors, we can better estimate the particle trajectory in between. We observe that by utilizing a probabilistic particle tracing method, we can obtain two independently approximated particle traces within the same time interval–forward tracing from the starting position and backward tracing from the end position. These two estimations have a smaller error close to the particle’s initial position and a larger uncertainty in the end because errors are accumulated. To get a more accurate particle trace, we can combine these two approximated pathlines based on the co-occurrences of possible particle locations from both trajectories. Probabilistically, this is done by intersecting the two distributions:

$$\mathbf{X}_t \cap \mathbf{X}_t'$$  \hspace{1cm} (13)

where $\mathbf{X}_t'$ and $\mathbf{X}_t''$ denote the respective forward and backward particle distributions at time $t$. Since both traces are independently estimated and thus the corresponding random variables are independent, the intersection can be computed by multiplying the two PDFs. Note that after the multiplication, normalization of the resulting probability distribution is required, so that the integration of the probabilities remains to be one.

Figure 2(a) illustrates the intersection of two Gaussian distributions. As we can see, the maximum likelihood of the intersection is
closer to the distribution on the left, which has less standard deviation, or less uncertainty. In addition, the standard deviation of the intersected distribution is reduced and becomes less uncertain.

6.3 Pathline Integration Using the Gaussian Model

Since the flow field is modeled with errors as a Gaussian distribution, we present an efficient method to avoid the costly convolution computation for probabilistic particle tracing, by approximating the particle distribution at each time step with a Gaussian distribution.

A multi-dimensional Gaussian distribution \( X \) is defined by two parameters, the mean vector \( \mu \) and the covariance matrix \( \Sigma \). The PDF is typically denoted by \( X \sim N(\mu, \Sigma) \). Assuming \( X \sim N(\mu_X, \Sigma_X) \) and \( Y \sim N(\mu_Y, \Sigma_Y) \), the linear combination of these two Gaussian distributions is

\[
aX + bY \sim N(a\mu_X + b\mu_Y, a^2\Sigma_X + b^2\Sigma_Y), \quad a, b \in \mathbb{R},
\]

which is another Gaussian distribution. We use this property to derive our Gaussian-based particle tracing method as the following.

Initially a deterministic seeding position \( x_0 \) is given, i.e., \( x_0 \sim N(x_0, 0) \). To obtain the velocity at an arbitrary spatiotemporal position in a 4D domain, typically linear interpolation with the neighboring 16 grid points on a Cartesian space is performed. Since we use the quadratic Bezier curve as the interpolant for the time dimension, for each neighboring grid point we first perform temporal interpolation using Equation 4 and model the Gaussian error with the stored standard error \( s \). Together we form a multivariate variation of Equation 5 for the interpolated vector on a grid point \( x \) at time \( t \):

\[
V_{x,t} \simeq \mathbf{B}_x(t) + N(0, diag(s_x^2)).
\]

Here \( \mathbf{B}_x(t) \) and \( s_x \) are 3D vectors, and \( diag(s_x^2) \) is a diagonal matrix with individually squared elements of \( s_x \) on the diagonal. With the error modeled as a Gaussian distribution, the interpolated velocity at time step \( t \) on each grid point is also Gaussian. Therefore to obtain \( V \) at an arbitrary position at time step \( t \), we compute tri-linear interpolation from the neighboring grid points using Equation 14.

To speed up the uncertain pathline estimation, we approximate the probabilistic particle integration by assuming that the probable particle locations are in a small local region, so that the velocities in this region are similar to that at the center of the particle distribution \( \mu_X \). This idea is similar to the uncertain pathline visualization method used by Luo et al. [15], where the velocity distribution at the representative particle location is applied at each integration step. With this idea we approximate the particle integration as the following equation, which resembles Euler’s method:

\[
X_{t+\Delta t} \simeq X_t + V_{\mu_X, t} \cdot \Delta t,
\]

where \( \Delta t \) is the integration step size. This computation involves another linear combination of the two Gaussian distributions, position \( X \) and the displacement as the velocity \( V \). By this integration method, \( X_t \) is always in a Gaussian distribution, which avoids the double-loop convolution computation and large memory requirement for storing the particle distribution described in Section 6.1.

The computation of backward particle tracing is similar, by assigning a negative \( \Delta t \) in Equation 16.

Finally, to intersect two uncertain pathlines, we intersect the two random variables \( X_{t}^{fw} \) and \( X_{t}^{bw} \) at each corresponding time step. The following intersection equation for Gaussian distributions is derived [4]. Let \( N(\mu, \Sigma) = \alpha N(\mu_1, \Sigma_1) \cdot N(\mu_2, \Sigma_2) \), where \( \alpha \) is the normalizing constant, we get:

\[
\mu_c = \frac{(\Sigma_1^{-1} + \Sigma_2^{-1})^{-1}(\Sigma_1^{-1}\mu_1 + \Sigma_2^{-1}\mu_2)}{\alpha},
\]

\[
\Sigma_c = (\Sigma_1^{-1} + \Sigma_2^{-1})^{-1}
\]

As shown in Equation 17, the new mean \( \mu_c \) is a linear combination of the two input mean values, weighted inversely by their respective variance. Therefore for each intermediate time step, the combined mean will be pulled to the one that is more certain, which is as desired for our particle path refinement.

Figure 2(b) illustrates our forward-backward intersection method applied on the test dataset Isabel. Given the start and end positions of a particle trace, we perform Gaussian-based particle tracing respectively and obtain two uncertain traces, as shown by the blue dashed lines. By intersecting these two compliment traces at each corresponding time step, we obtain the trace in red, which is very similar to the true pathline as the black dashed line.

7 Experimental Results

In this section we show the experimental results of our error modeling of the flow field and the pathline refinement methods. Three time-varying datasets were used in our experiments: Isabel, Plume and Climate. Isabel is a simulation of hurricane Isabel from the West Atlantic region in 2003. The dimensions are 500 × 500 × 100 with 48 time steps. Plume is a simulation of the thermal activity on the surface of the Sun, with dimensions of 252 × 252 × 1024 with 29 time steps. Climate is a climate simulation over the Indian and Pacific Ocean. The dimensions are 2699 × 599 × 50 with 101 time steps. Since different datasets have different number of time steps, we chose 12, 24 and 47 time steps as the sampling intervals for Isabel, 12 and 24 for Plume, and 25, 50 and 100 for Climate.

7.1 Comparison of Interpolation Methods

Since we perform polynomial regression on the flow field data, to see how much errors are reduced, we compared the RMSE measures with our Bezier-curve interpolation and linear interpolation. Since in our method, each quadratic Bezier curve requires to store an extra control point, to perform a fair comparison we also compared the linear interpolation of data sampled with a double sampling rate; i.e., one extra time step of data in the middle of each sampling interval is stored and interpolated. Figure 3 shows the average RMSE measures with each sampling interval of different length. In each case, we can see that the quadratic Bezier curve interpolation (blue bars) can reduce the error the most given the same amount of storage space.
7.2 Validation of Gaussian-Distributed Errors

Now we validate our hypothesis that the errors from our quadratic Bezier curve fitting can be approximated as a Gaussian distribution. We first computed errors for each sampled data sequence, where an error sequence was formed by the differences between the true position and the estimated position.

As shown in Figure 4, when the sampled sequences were approximated by the quadratic Bezier curve fitting (in blue bars), with 12 time steps as the sampling interval, less than 1% of the samples were rejected against our normality hypothesis by either of the test methods. With 24 or 50 steps chosen as the sampling interval, less than 5% of the sequences were rejected. The percentage increased up to 17% with the sampling interval 47 or 50 time steps. The higher rejection percentage was 26% by the Chi-square goodness-of-fit test with the sampling interval 100 steps in the Climate dataset. On the other hand, in all cases much more samples were rejected in the normality tests when the linear interpolation with or without a double sampling rate was used. The results show that compared to linear interpolation, the errors of Bezier curve fitting can be much better approximated by a Gaussian distribution with computable standard deviation.

Statistically, a Gaussian distribution has the property that 95% of the samples fall within the range approximately ±1.96 standard deviations of the mean. We examine whether the estimated standard errors can provide this confidence interval. From the above sampled sequences approximated by the quadratic Bezier curve fitting, we counted the number of samples where the true error was within ±1.96 standard deviation using the estimated standard error. As shown in row (a) of Table 1, the percentage of the sequences passing our test was larger than 95% in all the test cases. This test also shows the estimated standard errors can be used to provide the confidence interval.

7.3 Performance and Storage Requirement

We now evaluate the performance of our incremental error modeling algorithm. The test was performed on a Linux machine with Intel Core i7-2600 Quad-core CPU, 16 GB of RAM. Since we apply error modeling on the value sequence at each grid point individually, there is no dependency among different grid points and thus the computation can be easily parallelized. As presented in Algorithm 1, the incremental error modeling computation has two major tasks: first, it accumulates partial sums for each time step, denoted as ADD operation; Second, with the accumulated summations, it computes Bezier fitting and the standard error at the end of each sampling interval, denoted as FIT operation. We measured the operation time for each test case with four threads used. As expected, the computation time of each operation was invariant to the length of the sampling interval. The average ADD time was 168 ms, 420 ms and 282 ms respectively for Isabel, Plume and Climate dataset; the average FIT time was 204 ms, 505 ms and 325 ms, respectively.

The differences of above timings from various time steps and sampling intervals per dataset were within 2% of the mean.

The resulting storage for each test case is shown in Table 2. Given the sampling time interval n, the number of sampling intervals I in a total N time steps will be $I = \lceil N/n \rceil$. Thus, $I + 1$ samples will be stored including the first and the last time steps. Since at the end of each sampling interval our error model requires to store the Bezier control point and the standard error for each grid point, if a time step of the flow field is in size of $S$, the total storage required is $(2I + 1) \cdot S$. Furthermore, to obtain more accurate pathline, we store the flow map for each sampling interval and thus incur additional $(I - 1) \cdot S$ of storage. In total the extra storage in use is $(3I - S)$.

7.4 Comparison of Intermediate Trajectory Estimation

With stored flow maps, i.e., end positions sampled from the true pathlines (computed from the full-resolution flow field), we estimate the particle traces in between, using three different methods:

1. Regular forward tracing with a double sampling rate: This is the conventional approach to compute pathlines using fourth-order Runge-Kutta integration method (RK4), where the sampled flow fields are linearly interpolated in the time dimension. Double sampling rate was used to further reduce the flow field error.

![Table 1: Percentage of samples where the errors of the estimation are within the 1.96 estimated standard deviation. (a): Test on the sequences of vector fields fitted by quadratic Bezier curves. (b): Test on the estimated trace locations using our forward-backward intersection method to the true locations.](image1)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Isabel</th>
<th>Plume</th>
<th>Climate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling Interval</td>
<td>12</td>
<td>24</td>
<td>47</td>
</tr>
<tr>
<td>Rejection Rate (%)</td>
<td>95.9</td>
<td>95.5</td>
<td>95.0</td>
</tr>
</tbody>
</table>

![Figure 4: Validation of Gaussian errors using Kolmogorov-Smirnov test (KS) and Chi-square goodness-of-fit test (Chi2). The percentage of samples rejected by each test is shown. Red: linear interpolation. Green: linear interpolation with a double sampling rate. Blue: quadratic Bezier curve interpolation.](image2)

![Table 2: Comparison of the file sizes in each test case. The extra storage includes the error measures and the pathline end positions from each grid point and each sampling interval.](image3)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Isabel</th>
<th>Plume</th>
<th>Climate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original File Size / Time steps</td>
<td>14.4 GB / 48</td>
<td>22.6 GB / 29</td>
<td>98.0 GB / 101</td>
</tr>
<tr>
<td>Sampling Time Interval</td>
<td>12</td>
<td>24</td>
<td>47</td>
</tr>
<tr>
<td>Down-sampled Time Steps</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Down-sampled Flow Field Size (GB)</td>
<td>1.9</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>Total Extra Storage Size (GB)</td>
<td>3.6</td>
<td>1.8</td>
<td>0.9</td>
</tr>
</tbody>
</table>

![Figure 5: Average error of estimated trajectories to the true pathline. Red: Directly connect. Green: Forward tracing on flow fields with a double sampling rate. Blue: Our forward-backward intersection method.](image4)
of 12 time steps. (a3): Our pathline refinement method by intersecting the previous forward and backward traces. (b): Our forward-backward intersected trace with the sampling interval of 24 time steps. Including for the rest of the figures, the color coding on all the estimated traces represents the estimated standard deviation (blue: lower error, and red: higher error). The 1.96 standard deviation is used as the error range.

Figure 6: Uncertain forward (a1) and backward (a2) traces from two ends of a true pathline in the Isabel dataset within the sampling interval of 12 time steps. (a3): Our pathline refinement method by intersecting the previous forward and backward traces. (b): Our forward-backward intersected trace with the sampling interval of 24 time steps. Including for the rest of the figures, the color coding on all the estimated traces represents the estimated standard deviation (blue: lower error, and red: higher error). The 1.96 standard deviation is used as the error range.

Figure 7: Test on the Plume dataset with the sampling interval of 24 time steps.

Figure 8: Forward and backward traces (a) and our intersected trace (b) in the Climate dataset with the sampling interval of 50 time steps.

2. Directly connect: When particle end positions are given, we connect the beginning and end positions with linear interpolation.

3. Forward-backward pathline intersection method: This is our method incorporating the stored flow field with error modeling and the particle end positions.

We compared the accuracy of the above three estimated intermediate traces with true pathlines traced from the full resolution data using RK4 method as the ground truth. For each time step, we collected the distance of each estimated particle location to the true location and measured the error by averaging the collected distances from each time step of the trajectory. As shown in Figure 5, our method produced better estimations than the other two methods in all cases with 15% – 50% less error in average.

7.5 Visual Analysis of Pathline Uncertainty

Finally, we visually inspect the trajectories computed from our forward-backward pathline intersection method with the estimated uncertainty measures. Since we model the uncertain particle locations in Gaussian distributions, at each integration step a pair of mean and covariance matrix is generated. To show the uncertainty of the trajectory, for each time step we plot an ellipsoid with the principal axes. To assign the magnitudes for the principal axes, we use 1.96 standard deviations in each corresponding dimension, by assuming that there is a 95% of probability for the true particle location to be enclosed by the ellipsoid. The estimated standard deviations are also used for color coding of both the traces and the ellipsoids.

Figure 6(a1)-(a2) show the respective particle trajectories from two end points of a flow trace going in the opposite directions. As can be seen in Figure 6(a1), where the dotted line is the ground truth, the forward trace initially follows the true trajectory well but then drifts off in the middle of the integration (the line becomes thicker, representing more uncertainty); in Figure 6(a2), the backward trace presents the vortex structure better, but also becomes less accurate as the integration proceeds. The intersection of the above two traces, as shown in Figure 6(a3), is closer to the ground truth than any of the two individual traces and can better preserve the vortex-shaped path. In Figure 6(b), we show the trajectory estimation with the same initial position as Figure 6(a) in the bottom, but using the sampling interval of 24 time steps. In this case the vortex structure is barely seen in the intersected pathline, but the error range is larger, indicating higher uncertainty in the region.

Figure 7 shows an example of the Plume dataset, where a particle moves from left to right and becomes more turbulent in the middle. The forward trace drifts off a lot near the end of the integration, while the backward trace stops in the middle of the true trace. The intersected trace in between is more similar to the true pathline.

Finally, Figure 8 shows a case in the Climate dataset using 50 time steps as the sampling interval. In this case with a larger sampling interval, both the forward and backward traces drift off quickly after the first few integration steps and thus the intersected trace in Figure 8(b) is also not closer to the true pathline. However, the uncertainty of the final trace is shown by its large width, which can help the user interpret the result without being totally misled.

8 Discussion

The experimental results in Section 7.1 show that our Bezier curve model can reduce the interpolation error effectively, compared to that using linear interpolation in the same storage. Moreover, the normality tests in Section 7.2 indicate the distribution of errors from Bezier curve fitting is close to be Gaussian, although the number of rejections in the normality tests increased as the sampling intervals became larger. In this case we may still provide a 95% confidence interval with the computed standard errors, as shown in Table 1(a). Whether the normality hypothesis and the confidence interval can be applied to larger sampling intervals for certain data sets requires more investigation and is part of our future work.

The performance of our incremental error modeling algorithm is efficient, as shown in Section 7.3. One limitation is that our incremental algorithm, as listed in Algorithm 1, requires caching four partial sums and the first value y0 for each grid point. This means the memory requirement, although remaining constant with respect to different sampling time interval n, is not negligible when the size of the flow field is large. We may alleviate this problem by fitting a small spatial region of data values together to reduce the total number of sequences to fit, which is also part of the future work.

The extra storage cost in our framework is close to be three times of the down-sampled data, which consists of three different types of information: Bezier control point reduces the flow field interpolation error and allows the error to be modeled as Gaussian, described by the standard error of the fitting results. The particle end positions, or the flow maps, can avoid error accumulation during uncertain particle tracing. Although one can store flow maps in higher
sampling rates or design an algorithm to adaptively sample pathline trajectories to preserve flow features, our error modeling scheme with forward-backward pathline intersection can further be used to refine the intermediate trajectories whenever the time-varying data are temporally down-sampled, a common practice in the field.

As shown in Section 7.4 and 7.5, our forward and backward pathline intersection algorithm can incorporate particle end positions and the error-modeled flow field to generate more accurate pathline trajectories, with point-wise error estimation indicating the uncertainty. Therefore, although the error of the reconstructed trajectories in the middle portion can still be large especially when passing through turbulent areas, our error estimation of reconstructed pathlines serves as an indication of data reliability, which provides a hint for the scientists to refine the sampling frequency for the interested temporal ranges whenever possible. Finally, although we model the uncertain pathline trajectories in Gaussian distributions, the estimated error range bounded by the 1.96 standard deviation does not always enclose the true path, especially when the integration step is too large. Table 1 row (b) lists the confidence level of the estimated error range, which represents the percentage of trajectory vertices whose errors to the true particle locations were within the corresponding ellipsoid range using the 1.96 standard deviation. We can see that the confidence levels were less than 95% and would drop as the sampling interval increased. On the other hand, since our error modeling for vector fields still provides error estimation in 95% confidence intervals as shown in Table 1(a), we hypothesize that the smaller confidence level in the estimated particle distribution is due to the approximated Gaussian-based particle integration method. When the uncertain particle locations scatter more, the assumption of all the particles in the distribution moving together around the center of the distribution will not hold. In such a case Monte-Carlo based particle integration methods such as the work by Otto et al. [17] can be adopted, though with higher storage and computation costs. On the other hand, our Gaussian based pathline estimation still provides an effective qualitative measurement of errors for large sampling intervals.

9 Conclusion and Future Work

In this paper we present an error modeling and reduction method for large scale time-varying flow visualization, when it is not possible to process or store data from every time step due to the high computation and storage cost. We show that the errors can be modeled in Gaussian distributions when the data are fitted by Bézier curves with least squares regression, which can be incrementally computed with minimal memory footprint. We then show the applicability of the error model for pathline visualization using existing uncertain pathline computation techniques. With flow maps stored at the end of each sampling intervals, we propose a forward-backward pathline intersection method that can reduce the error of the intermediate pathlines more effectively. Finally we show that our approximated pathlines can reveal more details of the flow structure like vortices while displaying the uncertainty within the sampling intervals. The target applications of our algorithm can be any vector field or pathline analysis tasks on down-sampled flow fields with the requirement of error indication.

There are many avenues for future work. As discussed in Section 8, while in this work we use a Gaussian-based particle integration method for uncertain pathline computation, we expect more accurate pathline estimation using more sophisticated algorithms. More incremental regression and error modeling methods can be explored. For example, whether we can model errors of all vector components in a joint distribution requires more investigation. While we empirically show that our datasets can be modeled by Bézier-curve functions with Gaussian errors, we expect some datasets may not fit our model. Therefore, we will continue to refine our model, probably with the aid of domain specific knowledge.
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